Troubleshooting


The following table shows all of the current “general information” messages that may be generated. Information messages are generally provided as an advisory only, and in many cases no corrective action is needed.





Code�
Output�
Explanation/Corrective Action�
�
1001�
Possible cable disconnect�
Check cables for termination and connection. Verify that the proper media is selected by the configuration utility or the driver.�
�
1002�
Network adapter in eight bit ISA slot�
If higher performance is desired, move the adapter to a 16-bit slot.�
�
1003�
Driver not installed�
Indicates that the driver exited without loading.�
�
1004�
Using Virtual DMA Services (VDS) for DMA buffers�
Indicates that VDS services are being used.�
�
1005�
Recognized PCI devices�
Indicates that a list of all PCI devices recognized by the driver follows.�
�
1006�
Switching to SoftCRC�
Indicates the driver has responsibility for generating and checking frame checksums.�
�
�
Configuration Error Messages


The following error codes are generated when configuration or software problems are detected by the system. When you are configuring an adapter, there are two locations for configuration information that must match:


In the system or adapter hardware. The configuration is stored in the system board’s non-volatile RAM for EISA adapters (ZX302/ZX301). The ZX300 ISA adapter includes an EEPROM that stores the hardware configuration. PCI adapter hardware configurations are not stored but are generated each time the system is reset.


In the software commands that start the driver. The DOS ODI driver configuration is stored in the NET.CFG file. Novell NetWare servers include the expected hardware configuration in the LOAD line that loads the driver. Microsoft operating systems store the expected hardware configuration in various INI files (e.g., PROTOCOL.INI), or the system’s registry database (as used in WindowsNT and Windows 95).


The common error codes, with their appropriate explanations and corrective actions, follow:


Code�
Output�
Explanation/Corrective Action�
�
2001�
MAC hardware not found�
The adapter is not installed or has failed. Run the diagnostic utility.�
�
2002�
MAC hardware not found in specified slot�
Move the adapter to the configured slot or change the configuration.�
�
2003�
MAC hardware not found at specified I/O port address�
Change the driver configuration or re-configure the adapter.�
�
2004�
MAC found but not configured or enabled�
The adapter must be configured.�
�
2005�
MAC hardware revision is too old and not supported�
The driver used does not support this hardware version. Update the hardware or use an older version of the driver.�
�
2006�
MAC hardware revision not recognized�
The driver used is an earlier version than required to run the adapter. Obtain and use a later version driver.�
�
2007�
Invalid keyword in configuration file�
Fix the configuration file.�
�
2008�
Invalid parameter value in configuration file�
Fix the configuration file.�
�
2009�
Configured I/O port address not supported�
The configuration file has an I/O port the hardware cannot support. Fix the configuration file.�
�
2010�
Configured interrupt channel not supported�
The configuration file has an IRQ line the hardware cannot support. Fix the configuration file.�
�
2011�
Configured shared memory location not supported by MAC�
The configuration file has indicated a memory location the hardware cannot support. Fix the configuration file.�
�
2012�
Configured shared memory location not compatible with OS�
The configuration file has a memory location not usable in the present O/S configuration. Fix the configuration file and reconfigure the adapter, if necessary.�
�
2013�
Configured shared memory location already in use (RAM)�
The memory address assigned to the adapter is used by memory management software. Re-configure the adapter for a different memory address or change the memory manager to allow the adapter to use the present address.�
�
2014�
Specified Node Address illegal�
The Ethernet MAC address specified in the NET.CFG or command line is not a valid address for this adapter.�
�
2015�
80286 CPU or better required�
The software can not run on the current CPU.�
�
2016�
OS version not supported�
The software cannot run on the present version of the Operating System.�
�
2017�
Interrupt conflict (Unable to register interrupt with OS)�
The adapter is configured for an IRQ line in use; the OS does not support shared interrupts for this device type. Re-configure the adapter for another interrupt.�
�
2018�
Memory conflict (Unable to register shared memory with OS)�
The adapter is configured for memory that can not be used with the current OS configuration. Re-configure the adapter to use another memory address.�
�
2019�
Network adapter in eight bit ISA slot not supported�
The version of software/hardware in use cannot support 8-bit operation. Move the network adapter to a 16-bit slot.�
�
2020�
Configured interrupt channel not supported in eight bit slot�
The adapter is installed in an eight bit slot and configured for IRQ lines not supported. Re-configure the adapter for an eight-bit slot IRQ line.�
�
2021�
Configured shared memory location already in use (ROM)�
The adapter RAM is configured for a memory address used by another device’s ROM. Re-configure the adapter RAM, or the other device’s ROM to a new memory location.�
�
2022�
Configured shared memory location already in use (any use)�
The adapter is configured for memory that can not be used with this OS configuration. Re-configure the adapter to use another memory address.�
�
2023�
80386 CPU or better required�
The software requires 32-bit operations.�
�
2024�
Error in configuration file (PROTOCOL.INI)�
A syntax error has been detected in the PROTOCOL.INI file. Check the file with a text editor and correct.�
�
2025�
No protocol manager�
A necessary protocol device, required for operation, has not been loaded. Used by NDIS 2.01 only. Check the install scripts.�
�
2026�
Protocol manager error�
The protocol manager has returned an error that can ‘t be resolved by the driver.�
�
2027�
Protocol manager version too old�
The protocol manager used is obsolete. Obtain a new version of the software.�
�
2028�
PCI BIOS Extension not found�
The system board does not support the PCI extensions required by PCI systems. Contact the system board manufacturer.�
�
2029�
Module cannot be loaded into high memory�
The driver module cannot operate in high memory due to functional restrictions.�
�
2030�
Virtual DMA Services (VDS) required to load driver into high memory�
In order to use the driver in high memory, VDS services must be installed.�
�
2031�
Virtual DMA Services (VDS) Error�
VDS reported an error on a driver request.�
�
2032�
Unrecognized media type in configuration file/cmd line�
The MEDIA command was not set to “T”, “B”, or “A”.�
�
2033�
Packet driver interrupt out of range�
The interrupt vector for the packet driver must be between 0x60 and 0x6F.�
�
2034�
Packet driver interrupt is already occupied�
Another software module is using the specified interrupt vector.�
�
2035�
Invalid command-line option/ usage�
An error has been detected.�
�
2036�
No device found on specified PCI bus�
The adapter is not installed or is not functioning. Check the hardware installation with the diagnostic program and, if necessary, replace the adapter.�
�
2037�
Specified PCI device not present or different kind�
A specific PCI device was selected but not present.�
�
2038�
Invalid PCI bus number specified in configuration file/cmd line�
A BUS parameter specified in the configuration calls for a PCI bus number that doesn’t exist in the present system. Also may indicate a syntax error.�
�
2039�
Invalid PCI device number specified in configuration file/cmd line�
The PCI device number specified in the command line doesn’t exist. Also may indicate syntax error.�
�
2040�
Memory allocation failure�
The device driver was unable to obtain required memory from the host O/S.�
�
2041�
Missing 'device=' parameter�
The DEVICE parameter is required.�
�
2042�
Alignment failure�
The device driver is using memory that can not be aligned on either the cache boundary or system word-size boundary.�
�
2043�
PCI configuration access error�
PCI BIOS returned an unexpected error code.�
�
2044�
Cannot execute in Windows environment�
The driver must be executed before Windows is started.�
�
2045�
Invalid PBL (Programmable Burst Length) parameter�
The parameter specified is not allowable.�
�
2046�
Invalid CAL (Cache Alignment) parameter�
The parameter specified is not allowable.�
�
2047�
Invalid PBL/CAL combination�
The parameters specified are not allowed.�
�
2048�
Unable to determine PCI configuration method�
The system board is not compliant with the PCI Revision 2.0 specification. Consult the system manufacturer.�
�
For further information on ZNYX error codes, refer to the latest Technical Advisory Circular on the subject.


Troubleshooting ODI Drivers


ODI drivers are usually trouble-free once they are installed. The following sections describe some common errors upon installation.


Problem�
Possible Solution�
�
Network Server Could Not be Found�
Check Cable connections and MEDIA type keyword, if used. If 10BaseT is used, check LINK OK LED for adapter channel. Ensure that the correct Ethernet Frame Type is in use. (See which Protocol command line is active in the NET.CFG file).�
�
ZNYX Adapter not found�
Confirm proper adapter installation by reviewing the bus and device assignments. NET.CFG must have the same bus and device numbers as the ZNYX diagnostics program.�
�
Other error messages�
Note the error number and message, and call ZNYX Technical Support.�
�
DOS Shell Variants


The DOS Shell, provided on the EPIX driver diskette, is the latest NETX style DOS shell and the version most commonly in use. Other network shells may be used and are described briefly in the following sections for reference. 


These components are available with your Novell Workstation software, and can also be downloaded from the NOVELL library forum on CompuServe.


BNETX Shell


The BNETX shell executes “Burst Mode” to provide better performance for NetWare servers that support this feature. This feature enables a transmission path so the workstation and the server can send more than one data packet at a time. Normally, each data packet is acknowledged by the recipient before the next packet is sent. Burst Mode increases performance by reducing the lag time of packet acknowledgment.


NetWare 3.x servers require the PBURST.NLM module to be loaded for burst-mode to work. NetWare 4.x servers all support burst mode. 


To run the burst-mode shell BNETX, run the following command instead of NETX, as documented above. Enter:


BNETX


In addition, the NET.CFG file should contain a line indicating the number of buffers to allocate for burst mode.  For example:


PB BUFFERS = 12


VLM Shells


Novell NetWare 4.x provides VLM shells with NetWare Directory Services (NDS). The VLM shell supports NDS from the workstation side. In addition, the VLM shells provide additional capabilities and features, including SNMP support, automatic burst mode (see BNETX), and use of XMS memory.


To use the VLM drivers, the following command is used instead of the NETX command, as documented above. Enter:


VLM


Important note: To use the VLM shells, the CONFIG.SYS file on the system must have a LASTDRIVE=Z line.


Windows-for-Workgroups (WFW) Troubleshooting


Review the installation procedures step-by-step.


Carefully read RELEASE.TXT, located on the EPIX diskette, for additional installation instructions.


Check the cable for continuity or usability, and ensure that the cable connector is making a good contact.


If you have WFW 3.1 installed, you must rename a file on the EPIX diskette BEFORE installing its driver. WFW 3.1 will install the oldest driver on the system. See the above “Important note” under “Installing Drivers.” For additional assistance, call ZNYX and ask for Technical Support at (510)249-0800


Windows NT Troubleshooting


Review the installation procedures step-by-step.


Carefully read RELEASE.TXT, located on the EPIX driver diskette, for additional installation instructions.


Check the cable for continuity or usability, and ensure that the cable connector is making a good contact.


If you have WFW 3.1 installed, you must rename a file on the ZNYX driver diskette BEFORE attempting to install its driver. See the above “Important note” under “Installing Drivers.”


Netware Troubleshooting


Login as a supervisor from a workstation that was fully functional prior to installation of the new adapter. If the error message “Server Not Found” appears, check the following:


Review the installation procedures step-by-step.


Carefully read RELEASE.TXT, located on the EPIX driver diskette, for additional installation instructions.


Examine the AUTOEXEC.NCF file to verify that the parameters are set correctly.


Check the cabling on the back of the server.


From the DOS prompt run DIAG3xx LIST, the following should appear (example is that of the ZX314):


DIAG314 Version 1.12 for ZNYX ZX314 PCI EtherArray LAN Adapter


(c) Copyright 1994 ZNYX Corporation. - All Rights Reserved.


PCI BIOS Information: Version=2.00, Config Mechanism=2, Last Bus=0


PCI Device Configuration Report:


BaseClass    SubClass    Bus Dev Func Vendor Device Rev I/L IRQ


00-OldClass  00-Other     0   0    0  8086   0483   02   -   -


00-OldClass  00-Other     0   1    0  1000   0001   01   A   -


00-OldClass  00-Other     0   2    0  8086   0484   00   -   -


02-Network   00-Ethernet  1   4    0  1011   0002   23   A   15


02-Network   00-Ethernet  1   5    0  1011   0002   23   A   15


02-Network   00-Ethernet  1   6    0  1011   0002   23   A   15


02-Network   00-Ethernet  1   7    0  1011   0002   23   A   15


06-Bridge    04-PCI-PCI   0   7    0  1011   0001   01   -   -


The Ethernet and PCI-PCI listings under the heading “SubClass” refer to the ZNYX adapter. Make sure that the IRQ line heading is consistent with the requirements of the system.


If the driver does not load, it is generally because the hardware cannot be accessed, from hardware failure or a faulty configuration. Check the following:


Run the DIAG3xx program under DOS to ensure the board is operating properly. 


Make sure the ZNYX adapter is installed in a bus mastering PCI slot.


If the driver loads, but the server is not visible from the network, check the following:


Make sure the MEDIA keyword in the LOAD line is correct for the media type in use.


Make sure the FRAMETYPE in the LOAD line is consistent with the FRAMETYPE indicated in the workstation NET.CFG.


Use the MONITOR program to see if frames are transmitted and/or received.


Check the cable for continuity or usability.


To complete installation, verify all AUTOEXEC.NCF file statements to ensure correct NLM and LAN drivers are listed for automatic server configuration. 


ISC (SunSoft) UNIX and Novell UnixWare Troubleshooting


Review the installation procedures step-by-step.


Carefully read RELEASE.TXT, located on the EPIX driver diskette, for additional installation instructions.


Check the cable for continuity or usability.


UnixWare Troubleshooting


Review the installation procedures step-by-step.


Carefully read RELEASE.TXT, located on the EPIX driver diskette, for additional installation instructions.


Check the cable for continuity or usability. 


SCO UNIX Troubleshooting


Review the installation procedures step-by-step.


Carefully read RELEASE.TXT, located on the EPIX driver diskette, for additional installation instructions.


Check the cable for continuity or usability.


�
Hardware Errors


The following error codes result from specific hardware problems. In general, the only corrective action you can take is to change the adapter card, the host system or a general re-configuration.


Code�
Output�
Explanation/Corrective Action�
�
3001�
MAC initialization failure�
The device driver cannot initialize the network controller chip.�
�
3002�
MAC shared memory test failure�
The device driver has tested shared memory that failed.�
�
3003�
(Excessive) Loss of interrupts�
An unexpected loss of interrupts from the host system was detected.�
�
3004�
The configuration registers are locked�
Used by ZX300 only. The adapter can not have its configuration changed until there is a power down/power up cycle with the configuration reset jumper installed.�
�
3005�
Node address PROM failure�
The driver could not read the Ethernet MAC address from the adapter.�
�
3006�
Bus error�
The system reported a bus error.�
�
3007�
DMA failure�
The system reported a bus error.�
�
3008�
(Excessive) FIFO Underrun�
The system bus cannot provide data fast enough for a complete LAN transmission. Another device on the bus is taking too much bus bandwidth.�
�
3009�
(Excessive) FIFO Overrun�
The system bus can not absorb data fast enough. Another device on the bus is taking too much bus bandwidth.�
�
�
Things That Go Bump In The Night


While this is a rather unusual title, the things that it contains are also unusual. There are many undocumented “gotcha’s” that will “haunt” a person working in this medium. This is the type of item covered in this section; those things that “drive you crazy” and cause sleepless nights. In an attempt to point out some of these items, we provide “things that go bump in the night!”


Microsoft WFW


As stated in several different places in this manual, versions of EMM386 prior to the one shipped with the US edition of DOS 6.22 are not compatible with PCI.  The correct version of EMM386 is V4.49 or later.


However, the install program for Windows-for-Workgroups 3.11 automatically modifies the CONFIG.SYS file of the system to load its own version of EMM386, even if the system was already configured with the correct version.


When installing Windows-for-Workgroups, make sure that the CONFIG.SYS file pathname refers to the correct version of EMM386.


NetWare - Multiple copies of files


One unusual aspect of NetWare is that when a LOAD command executes from the colon prompt or part of the AUTOEXEC.NCF file, the file referenced may not be the same copy in the DOS directory where the SERVER.EXE is loaded. More often, it will be the copy that is in the \SYSTEM directory of the NetWare partition.


This may be a problem when upgrading drivers. When you install NetWare using the Novell supplied INSTALL program, the ZX31?.LAN file will be copied into the \SYSTEM directory. Then, when a new driver is supplied, it is most often copied manually to the DOS directory where SERVER is loaded. This copy will be ignored the next time the LOAD command is executed.


To be safe, always specify the drive and directory where the intended driver or program is to be loaded from. For example, use:


LOAD C:\SERVER.312\ZX315 BUS=1 CHANNEL=2 NAME=RIGHT


instead of


LOAD ZX315 BUS=1 CHANNEL=2 NAME=WRONG


This resolves the ambiguity as to which file was loaded. To double-check, use the MODULES command at the colon prompt, and note the version number of each module listed.


NetWare - DOS Real Mode


NetWare, which is started from the DOS operating system, relies on DOS when a file in the DOS partition on the C drive is referenced. This happens when a driver is loaded from the C partition, as suggested in the preceeding section. For example, the command line:


LOAD C:\SERVER.40\ZX312


will cause NetWare to momentarily relinquish control of the CPU to the copy of DOS from which it was loaded, access the file, then return to NetWare.


Normally this is not a problem. However, a problem can occur if the disk drive device is sharing an interrupt with the EPIX LAN driver. In this configuration, if an interrupt for the EPIX LAN driver occurs while the system is still in real mode, a system or a LAN device hang can occur. Since interrupts from LAN traffic are not predictible, it is possible to have a system in which a hang occurs only intermittently.


There are the following methods for avoiding this problem:


Configure the system so that the disk controller and the LAN controller(s) do not share an interrupt.


Move the LAN drivers (and all other loadable modules) to the NetWare partition, so that the DOS partition need never be referenced after the STARTUP.NCF file is executed when the server starts.


Load the LAN drivers from a floppy disk drive.


Other than referencing the DOS partition, there is no problem under NetWare in sharing an interrupt line with any ZNYX driver.


�
Appendix A: Ethernet Tutorial


This tutorial is provided as a basic introduction to Ethernet technology for those of you interested in more than the operation of the device. Terms defined in this appendix are presented in boldface. For further assistance, a Glossary is provided in Appendix B.


A Network �XE "Network"�is a system where two or more computers are connected together in such a way that data may be transferred between them. One kind of network is a Local Area Network, or LAN�XE "LAN"�, where many computers within a single building are connected together to share resources. Resources that are typically shared include hard-disk memory, printers, computing capacity, and software. In addition, multi-user applications can be implemented, such as electronic mail and accounting systems. LANs have become extremely popular in the business world due to the cost effectiveness of these capabilities.


The computers that are connected to a LAN are commonly referred to as nodes�XE "nodes"�. A node may be a workstation�XE "workstation"�, which interacts with a user, or a server, that provides services to workstations and other servers. Some computers are capable of acting as both a workstation and a server at the same time.


Original Ethernet


The most popular LAN technology is called Ethernet�XE "Ethernet"�, originally developed by a consortium led by Digital Equipment Corporation, Intel Corporation, and Xerox Corporation but later placed in the public domain as a standard. Because Ethernet became an easily accessed and widely accepted technology, many companies produced products that were Ethernet compatible and made the market viable. Today, there are millions of computers and computer systems that use Ethernet to communicate in their environments.


The design goals of Ethernet were high performance and ease of use. The performance of Ethernet is set at 10 megabits (10,000,000 bits) per second, or 1.25 megabytes per second. When Ethernet was introduced, this speed was more throughput than was needed; however, the designers realized it would be necessary to have Ethernet run at these speeds to keep up with future computer technology. As a result, Ethernet can meet the needs of most business applications today.


10Base5


A single conductor shielded wire was the data medium originally used, commonly referred to as coaxial �XE "coaxial "�or co-ax cable. This type of cable gets its name from the fact that both conductors (the signal wire and the shield) share a common axis, as shown in Figure 8. This original medium is called 10Base5�XE "10Base5"�. 10Base5 is a code that indicates that the LAN runs at 10 megabits per second using a Base Band�XE "Base Band"� signal, and in cable segments up to 500 meters in length.


�


Figure � SEQ Figure \* ARABIC �1� - Coaxial Cable


The operational theory behind Ethernet allows a network user to run a single co-ax cable through or past every potential site in a planned facility. This can be done without regard of the amount of workstations that will eventually be used, or their specific locations. When a workstation is to be added, an Ethernet transceiver unit can be clamped to the cable (even while the cable was in use), onto the LAN at the nearest point to the workstation. Then a short cable connects the transceiver to an interface card in the workstation. The shorter cable and connector is called an Attachment Unit Interface, or AUI. When a workstation is to be removed, it is simply disconnected.


10Base2


�


Figure � SEQ Figure \* ARABIC �2� - Basic Ethernet Topology


�XE "10Base2"�As technology improved, a variation of Ethernet was developed that has a lower cost than the 10Base5 Ethernet. This form of Ethernet is called 10Base2. With 10Base2 the transceiver unit is integrated directly onto the interface board and connected to the LAN cable with a BNC T �XE "BNC T "�connector. The trade-off is that a 10Base2 segment can not reach further than 185 meters (which is the source of the "2" in 10Base2). Both methods are illustrated in � REF _Ref306681569 \* MERGEFORMAT �Error! Reference source not found.�.


10Base5 uses a thicker type of cable than 10Base2, and for this reason the two methods are sometimes called "Thick Ethernet�XE "Thick Ethernet"�" and "Thin Ethernet�XE "Thin Ethernet"�," respectively. 10Base2 is also sometimes called "Cheapernet�XE "Cheapernet"�."


10BaseT


�XE "10BaseT"�As technology improved further, a third type of Ethernet has been developed and has even lower costs associated with it. This is Twisted Pair Ethernet�XE "Twisted Pair Ethernet"�, or 10BaseT�XE "10BaseT"�. Instead of using co-ax cable, 10BaseT uses standard phone wire, which is not only less expensive to purchase but can be installed by personnel that work at a lower labor rate. Many new buildings already have 10BaseT compatible wiring available as part of their initial construction.


10BaseT uses a different physical topology than other types of Ethernet. Instead of a single cable that runs from node to node, all nodes have their own wire that connects to a central site. This design is similar to a typical phone system. All workstations and servers connect to a 10BaseT hub, which is a device that physically interfaces all nodes together and to other nodes. This topology is illustrated in � REF _Ref306686108 \* MERGEFORMAT �Figure 3�. 


�


Figure � SEQ Figure \* ARABIC �3� - 10BaseT Topology


Fast Ethernet - 100BaseTX


In 1994, Fast Ethernet products were introduced into the market, driven by the industry need for more performance in LANs.  The basic premise behind Fast Ethernet is that it works the same as standard Ethernet, except everything is increased in speed by a factor of 10. This minimizes software compatibility issues, and takes advantage of prior engineering knowledge while providing 100 megabit per second performance.


The physical media used by Fast Ethernet comes in two forms: 100BaseTX, which can run over two pairs of Category 3 cable, and 100BaseT4, which uses four pairs of Category 5 cable over longer distances. Currently, the ZNYX ZX342 and ZX344 products support only the 100BaseTX media.


100BaseTX requires a compatible 100BaseTX hub to operate, in a topology modeled after 10BaseT. Fast Ethernet is not currently supported over coaxial cable.


Packets/Frames


Data is transferred over an Ethernet network in data groups called packets�XE "packets"� or frames�XE "frames"� (both terms mean the same thing). A packet may be any where from 60 to 1,514 bytes in length, not including a four-byte checksum.


Any packet transmitted by any node on an Ethernet LAN can potentially be read by any other node. In order to route messages properly, each packet includes a source and destination Physical Address�XE "physical address"�. The physical address, also called a MAC Address, is defined as part of Ethernet’s Media Access Control mechanism. The physical address for each Ethernet interface board is different, regardless of manufacturer. Normally, each Ethernet board automatically ignores packets whose destination addresses do not match the physical address assigned to it.


There are some special MAC Addresses that may be used to transmit an Ethernet packet to more than one node. The address of all ones is called a broadcast address, and is received by every node on the network. An address that starts with a one bit is a multi-cast address, which is selectively filtered by some nodes but not others.


All other Ethernet frames are intended to be received by only one node. These are called uni-cast frames.


Also included in each packet is a Frame CRC Checksum�XE "Frame CRC Checksum"�, which is used to detect errors in transmission. Each packet received by any node is automatically checked and rejected if the Checksum is not correct.


Collisions


Ethernet media is accessed by all nodes connected to it, but only one node can transmit at one time. Normally, each node listens before it transmits, and does not transmit unless the medium is idle. Occasionally, two or more nodes will attempt to transmit at the same time causing a collision�XE "collision"�. When this happens, each node that was attempting to transmit will automatically abort the transmission, wait for a random length of time, and attempt re-transmission. Eventually, all messages will be transmitted, unless the LAN is saturated�XE "saturated"�. If saturation occurs, the Ethernet should be re-configured by the manager of the LAN.


This protocol for arbitrating access to the Ethernet media is called CSMA/CD�XE "CSMA/CD"�, an acronym for Carrier Sense with Multiple Access/Collision detection. This is a standard that has been documented by the IEEE as 802.3.


It is important to understand that collisions are not errors, and their occurrence does not indicate that something is wrong with a network. There is no way to guarantee that no collisions will occur, nor may they even be reduced. In general, the more nodes that transmit on a network in a given space of time, the more collisions occur. This is a normal mechanism of Ethernet’s media access protocol.


Collisions under Ethernet must occur within a precisely specified time frame during the transmission of a data packets. It is possible for a faulty Ethernet node or cable to cause collisions to occur outside of this specification. Such occurrences are called Early Collisions or Late Collisions. Unlike normal collisions, these indicate a problem with the network that should be fixed. If a network driver is reporting such cases, an experienced technician should be consulted.


Full Duplex Ethernet


The ZNYX EtherAction and EtherArray adapters support a new type of 10BaseT network called Full Duplex Ethernet. This type of Ethernet takes advantage of the fact that 10BaseT cable can transmit in both directions at the same time. Many computer and software installations can benefit from this capability.


To implement Full Duplex Ethernet, it is necessary to have a special type of hub in the network that supports Full Duplex mode. Such hubs are often called Switching Hubs. When such a hub is available, the network board at the node end must be configured appropriately.


Once installed, Full Duplex operation occurs transparently to application software, although a performance improvement should be observed.


Full Duplex Ethernet is not possible over 10Base2 or 10Base5 cabling.


Novell Frame Types


An important concept to understand when configuring Novell LANs is a Frame Type. Choosing a Frame Type determines the structure and encapsulation of data sent over the network. Novell defines four Frame Types for Ethernet (other LAN types have other Frame Types). These are described in the following table:


Frame Type�
Description�
�
Ethernet_802.3�
This is the default frame type for NetWare 3.11. �
�
Ethernet_802.2�
This is the default frame type for Netware 4.x.�
�
Ethernet_II�
This type of frame uses a DIX (Digital-Intel-Xerox) code in the first two bytes of the message. The DIX code indicates which protocol the frame was sent under. This frame type is predominately used by TCP/IP protocols.�
�
Ethernet_SNAP�
“SNAP” is an acronym for System Network Architecture Protocol, originally specified by IBM. This frame type is typically used by AppleTalk networks.�
�
When a device driver is loaded, it must be told the Frame Type it will be using. Changing the Frame Type changes the location and definition of certain bytes in the packet. This means that for communication to take place, drivers on the transmitting and receiving side must be configured for the same Frame Type.


Novell allows a driver to use more than one Frame Type at the same time. The driver must be “loaded” once for each frame type.


With all other network operating system software, such as UNIX, LAN Server, or Windows/NT, the frame type is fixed as a single type.


Device Drivers


�XE "Network Protocols"�Ethernet provides a highly reliable and high performance connection between computers. In order for it to be useful, it must be interfaced to the operating systems that run on each of the computers connected to the LAN. This is accomplished by a software component called a Driver�XE "Driver"�. The operating systems in use must be able to understand each other in order to communicate and do useful work. This relationship is shown � REF _Ref307987409 \* MERGEFORMAT �Figure 4�.


�


Figure � SEQ Figure \* ARABIC �4� - Network Components


Network Protocols


The rules for network communication are called Network Protocols�XE "Network Protocol"�. There are many different protocols in use today created by various manufacturers. Examples include IPX/SPX by Novell, NDIS by Microsoft, XNS by Xerox, and TCP/IP as used by the UNIX community. All protocols define differing ranges of services and capabilities, and are in turn accessed by various Network Operating Systems. 


For network communication to be possible, both the workstation node and the server node must be programmed to follow the same network protocol. If, for example, one station is running TCP/IP and another IPX/SPX, both systems will ignore the transmissions of the other.


Most network operating systems can support more than one protocol. For example, Windows/NT can talk over IPX/SPX and TCP/IP in addition to its own “native” NetBEUI. All that is necessary is to locate and properly install the correct protocol software.


�
Appendix B - Glossary


The following terms have come into common usage with regard to Local Area Network Technology. The definitions not directly related to ZNYX products have been included for convenience only.


Term�
Definition�
�
10Base2�XE "10Base2"��
The Ethernet physical layer standard that uses "thin" coaxial cable closely connected to transceivers located on the interface card. 10Base2 has been widely used because it has a lower cost than 10Base5. The nominal distance limitation of 10Base2 is about 185 meters per sub-net.�
�
10Base5�XE "10Base5"��
The Ethernet physical standard that uses "thick" coaxial cable, connected with a transceiver unit that in turn interfaces to an Ethernet interface card. The connector on the interface board, sometimes called an AUI port, uses a 15-pin D connector.�
�
10BaseT�XE "10BaseT"��
The Ethernet physical standard that uses "twisted pair" cable, connected directly to the interface board with an RJ45 modular plug. This type of Ethernet wiring is rapidly becoming more common because of the cost savings in using twisted pair cabling as opposed to coaxial cabling.�
�
802.3�
See IEEE 802.3�
�
802.5�
See IEEE 802.5�
�
Address�XE "Address"��
 A number that uniquely identifies a device or a LAN node (sometimes referred to as the physical address). The address is used in message packets to identify the originator (source) of the message and to route them to the appropriate destinations. In Ethernet, each network interface device has its own address. Since nodes can have more than one interface to one or more Ethernet LANs, nodes can have more than one physical interface.�
�
ANSI�XE "ANSI"��
Acronym for American National Standards Institute.�
�
API�
Application Program Interface. This is a set of executable functions and entry points that may be used by an Application Program to perform non-application specific functions, such as graphics or communications.�
�
ATM�
Asynchronous Transfer Mode. This refers to a new type of LAN/WAN technology.�
�
Bandwidth�XE "Bandwidth"��
 A measure of the amount of traffic the media can handle. Normally, bandwidth is stated in bits per second.�
�
BNC�
Refers to a type of connector that is used with co-axial cable.�
�
BOOT ROM�
A ROM that has a program on it that can start a system. In the context of LANs, the program starts the operating system by loading it over the LAN.�
�
Bridge�
A device that links two LANs together, and provides some amount of buffering of data between them.�
�
Broadcast�
A message intended to be received by all LAN nodes. A broadcast message is used by a server to make a general announcement, or by a workstation attempting to find what servers there are on a network.�
�
Bus Number�
When used in the context of PCI, the Bus Number identifies one of up to 255 separate busses in a system. The bus closest to the CPU is numbered zero. See PCI-PCI Bridge.�
�
Collision�XE "Collision"��
The condition where two or more nodes attempt to transmit simultaneously. See CSMA/CD.�
�
Connection�
A logic state where two programs communicating over a data link have recognized a common, exclusive path of communication.�
�
CRC�XE "CRC"��
See Cyclic Redundancy Check�
�
CSMA/CD�XE "CSMA/CD"��
Acronym for Carrier Sense Multiple Access/Collision Detect. This describes the method used by Ethernet to arbitrate access to the LAN. Each node on the LAN listens for traffic and does not attempt to transmit if traffic is present. When the media is unused the node may transmit. In the event that two or more nodes transmit at the same time (called a collision), this is sensed by all stations and all transmissions are aborted. The transmissions restart after a random length of time.�
�
Cyclic Redundancy Check�XE "Cyclic Redundancy Check"��
A method for detecting errors in a transmission. It works by performing an arithmetic operation involving all parts of the data that yields a single number, that is appended to the end of the data. When the data packet is checked (usually at the receiver end of a transmission), the arithmetic operation is repeated and compared to the transmitted checksum number. If the numbers are different, an error occurred and the appropriate action is taken.�
�
Device Driver�
A software module that interfaces physical hardware to a host operating system. ZNYX provides device drivers that operate the Ethernet Adapters for different operating systems (NetWare, UNIX, etc.)�
�
Device Number�
When used in the context of PCI, the Device Number identifies one of up to 32 PCI devices connected to a PCI bus.�
�
Diskless Workstation�
A workstation on a network that does not have mass storage. Instead it relies on a LAN to connect it to a file server for this service. A “Diskless” workstation can actually have disk drives on it, but is considered diskless because of the way it is operated.�
�
DIX Code�
DIX is an acronym for Digital-Intel-Xerox, the three companies that originally developed Ethernet. A DIX Code is a protocol code that is used in the frame type that was specified by this consortium.�
�
DOS�
The universal Microsoft operating system for Intel architecture systems.�
�
DOS Prompt�
The indication on the screen that the DOS operating system is ready to accept typed-in commands.�
�
Driver Stack�
A collection of programs that work together to implement a complete protocol.�
�
EISA�
Extended Industry Standard Architecture. This specification provided a 32-bit extension to the original ISA design, in addition to other advanced features. See ISA.�
�
EISA Configuration Utility�
A program that runs in EISA systems that examines the system configuration and assigns system resources to various hardware devices. Resources include memory address assignments, IRQ lines, I/O addresses.�
�
Ethernet�XE "Ethernet"��
A LAN specified by the IEEE 802.3 CSMA/CD specification to run at 10 megabits per second.�
�
Ethernet Repeater�
A device that reads an Ethernet signal on one cable and re-transmits it on another cable. �
�
Frame�XE "Frame"��
A single message unit on a LAN. See Packet.�
�
Frame Type�
Also known as a packet. A self-contained group of bits representing data and control information. The control information usually includes source and destination addressing, sequencing, flow control, and error control information at different protocol levels. Packet length can be fixed or variable depending upon the protocol.�
�
FTP�
File Transfer Protocol.�
�
Full Duplex Ethernet�
A version of Ethernet that runs over 10BaseT cable and allows transmission and reception at the same time. If both ends of a 10BaseT connection are able to support this, the peak bandwidth of a connection can be effectively doubled.�
�
Gateway�XE "Gateway"��
A device used to connect two LANs of dissimilar types, or a LAN to a non-LAN device or set of devices. Generally, gateways are device or application specific.�
�
Hang�
A condition where a system or sub-system ceases to function, and operator intervention is required. Also it is what users do to network managers when the network goes down.�
�
HSM�
Hardware Specific Module. �
�
Hub�XE "Hub"��
A device where two or more nodes in a LAN are attached. Hubs contain the necessary electronics to interface a fixed number of other devices to the LAN, and can be connected to other hubs to provide service to more nodes. Hubs are sometimes called concentrators.�
�
ICMP�
Internet Control Message Protocol.�
�
IEEE�XE "IEEE"��
Acronym for Institute for Electronics and Electrical Engineers (pronounced aye-triple-E). This body maintains a number of specification standards that are widely used in the LAN industries. The IEEE also administers the allocation of globally unique 48-bit address values so manufacturers can produce compatible products without physical address conflicts.�
�
IEEE 802.1�XE "EEE 802.1"��
The IEEE Committee that defines network management and bridging standards.�
�
IEEE 802.2�XE "EEE 802.2"��
The IEEE standard for logical link control that defines a specific format for data and interfaces. These standards are based on Layers.�
�
IEEE 802.3�XE "IEEE 802.3"��
The IEEE Committee that defines the standards for 10 megabit per second CSMA/CD Ethernet networks. This standard is the one that defines 10Base5, 10Base2, and 10BaseT.�
�
Internet�XE "Internet"��
A network consisting of two or more smaller networks, or sub-nets, that are physically isolated from each other but logically connected via bridge, router, or gateway devices. The term "Internet," as a proper noun, refers to the loosely organized, world wide internet based on many government, university and privately financed and operated host systems.�
�
IP�
Internet Protocol, widely used on the Internet. See TCP/IP.�
�
IP Address�
A 32-bit number assigned partially by the Internet Advisory Board.�
�
IPX/SPX�
Internetwork-Packet-Exchange, and Sequenced-Packet-Exchange. This network protocol is based on XNS (Xerox Network Service) and is widely used by Novell NetWare based networks.�
�
IRQ�
Interrupt Request Line. Computers designed along the ISA/EISA guidelines provide 15 IRQ lines for various uses.�
�
ISA�
Industry Standard Architecture. The name given to the IBM/AT architecture when the EISA bus specification was developed by the EISA Consortium.�
�
ISDN�
Integrated Services Digital Network. A service provided by a public carrier (such as the local phone company) that provides a data link that may be used for various services.�
�
ISO�XE "ISO"��
International Standards Organization.�
�
LAN�XE "LAN"��
See Local Area Network.�
�
Layer�XE "Layer"��
A set of rules and/or specifications adhered to by two or more entities in communication with each other, and has a clearly defined interface to other layers. The OSI model for networking defines, as a guideline, seven layers of communication, with the lowest layer being the physical layer.�
�
LED�XE "LED"��
Light Emitting Diode. This is a small device normally used as a status indicator.�
�
LLC�
Link Layer Control.�
�
Local Area Network�XE "Local Area"��
A system of computers or other communication devices connected together such that Network�XE "Network"� data may be transmitted between any two devices.�
�
MAC�XE "MAC Layer"��
Acronym for Media Access Control. This layer specification refers to the methods and protocols used to arbitrate access to the LAN media.�
�
MLID�
Multiple Link Interface Driver. This is the generic name of the ZNYX supplied part of the DOS ODI driver stack.�
�
MSM�
Media Specific Module. A Novell NLM that is loaded as part of the ODI stack.�
�
Multicast�XE "Multicast"��
A message packet that is intended to be received by more than one node, but not necessarily all nodes.�
�
Motherboard�
The main printed circuit board in a system. Most other components are plugged into the motherboard.�
�
NDIS�
Network Driver Interface Specification. This type of driver is typically used in Microsoft network products, but has been used in other, non-Microsoft related operating systems such as Artisoft LANTastic and Banyan VINES.�
�
NetBEUI�
Network BIOS Extended User Interface.�
�
NetWare�
The main network operating system sold by Novell. NetWare comes in various versions, currently 3.x and 4.x.�
�
NLM�
NetWare Loadable Module. A binary program file that can be executed under NetWare while the system is running.�
�
Node�XE "Node"��
A physical entity connected to a LAN capable of transmitting and receiving messages. Individual nodes can be servers, workstations, or a combination of both.�
�
NOS�
Network Operating Systems.�
�
ODI�
Open Datalink Interface.�
�
OSI�XE "OSI"��
Acronym for Open Systems Interconnect. This is the name for a set of specifications and documents widely used to engineer LAN products, sponsored by ISO. The most common reference to OSI refers to the "OSI Model," which describes seven layers of LAN specifications.�
�
Packet�XE "Packet"��
The basic unit of data transmitted over a LAN. Packets are also called "frames." A packet consists of source and destination addresses, message length information, error detection information, and data that is structured by a higher level protocol.�
�
Packet Burst�
A protocol modification that achieves higher performance by allowing each system to send more than one data frame before receiving acknowledgments.�
�
Patch�
A post-release change to software. A patch program is usually provided to implement the change.�
�
PCI�
Peripheral Component Interconnect. This standard was developed by the PCI-SIG (Special Interest Group) to provide a high performance, reliable and cost effective method of connecting high speed devices together.�
�
PCI-PCI Bridge�
A PCI device that adds another PCI bus to a system. The ZNYX EtherArray products use a PCI-PCI bridge to add an additional PCI bus to the system so that more than one network channel may be installed in a single slot.�
�
Peer-to-Peer�XE "Peer-to-Peer"��
A type of network where servers also function as workstations.�
�
Physical�XE "Physical Layer"� Layer�
Refers to the OSI specification (or part thereof) that defines the physical aspects of the LAN, such as cable and connector types, voltage and current levels, methods of representing data, etc. The next layer up is the MAC layer.�
�
Ping�
A special IP data packet that invokes an automatic response from a specifically addressed counterpart. It is used to test the status of a remote system and the status of the link between the local and remote systems.�
�
Plug-and-Play�
A feature where a hardware product need only be plugged into a system to work. In many types of products, this is a matter of degree.�
�
PPB�
See PCI-PCI Bridge.�
�
Protocol�
A set of rules followed by programs that are executed independently, but are communicating over some sort of data link such as a LAN.�
�
Repeater�
See Ethernet Repeater.�
�
RFC�
Request For Comments. This is a numbered document that is used by the Internet for discussing/proposing various software standards.�
�
ROM�
Read Only Memory.�
�
Root�XE "Root"��
See Root Bridge.�
�
Root Bridge�XE "Root Bridge"��
A bridge in an internet that represents the logical "center" of all bridges in the internet, according to the Spanning Tree protocol. A bridge that is the only bridge in an internet will always be designated as the root.�
�
Router�XE "Router"��
A device that connects to two or more sub-nets and forwards packets between them. A router will typically make decisions on whether to filter or forward packets based on rules of a particular protocol.�
�
RS-232�XE "RS-232"��
 An interface specification that is commonly called "serial." Computers most often interface to modems and terminals via an RS-232 connection.�
�
Server�XE "Server"��
A node on a LAN that provides services to other nodes. There are many different types of servers, and many products are capable of performing more than one type of server function. Common servers include file servers, modem/FAX servers, print servers, and data base servers.�
�
SNMP�XE "SNMP"��
Acronym for Simple Network Management Protocol. This protocol is a widely accepted method for allowing network managers to communicate with network devices such as hosts, bridges, routers, and gateways. Using SNMP, a program running on a "management station" can send and receive messages to SNMP compatible devices that inform the manager of the status of the LAN or internet.�
�
Spanning Tree �XE "Spanning Tree"��
A protocol that allows multiple bridges to exist in an internet without creating infinite loops. This allows redundant bridges to be installed, and an internet configuration to exist, where there may be multiple paths between nodes.�
�
Sub-net�XE "Sub-net"��
A section of a LAN that is complete and functional by itself, but is bridged to other sub-nets. An "internet" consists of two or more sub-nets connected together, are physically isolated from each other, and are logically connected and communicate with each other.�
�
TCP/IP�
Transmission Control Protocol/Internet Protocol (TCP/IP) is a networking protocol includes Transmission Control Protocol (TCP), Internet Protocol (IP), Internetwork Control Message Protocol (ICMP), User Datagram Protocol (UDP), and Address Resolution Protocol (ARP). Standard applications are File Transfer Protocol (FTP), Simple Mail Transfer Protocol (SMTP), and TELNET that provides virtual terminal on a remote network system.�
�
TELNET�
TELNET is intended to provide access, in the form of a terminal session (also called a remote login or virtual terminal), to a computer connected to a network. In UNIX systems, the telnet command is used on the client side, while on the server side (the computer called over telnet) there is a so-called daemon or server known as telnet.�
�
Terminal�XE "Terminal"��
A device consisting of a data screen, that displays alphanumeric data and a keyboard, that communicates to another terminal or computer via an RS-232 (serial) data connection. A PC may emulate a terminal using its own RS-232 port and terminal emulation software.�
�
TLA�
Three Letter Acronym.�
�
Token Ring�XE "Token Ring"��
A LAN topology where the nodes arbitrate access to the media by passing tokens around a ring. Token Ring LANs are the most widely used type of LANs next to Ethernet.�
�
TSM�
Topology Specific Module. A Novell NLM that is loaded as part of the ODI stack.�
�
TSR�
Terminate and Stay Resident. This is a type of DOS program that stays in RAM memory after the command that started it has finished. A TSR program consumes a certain amount of memory that is then not available to other programs, but is able to perform a service in the “background.”�
�
UNIX�
A multi-layered operating system coded entirely in the C language. It has been called a programmers “tool bench” and was the first multi-user - multitasking operating system ever developed.�
�
VT-100�
The product number of a classic Digital Equipment Corporation terminal. This product is no longer in production, although many compatible successors are. The control codes used to communicate to this type of terminal became an accepted standard by ANSI. For most purposes "ANSI Compatible" or "VT-100 Compatible" are synonymous.�
�
Windows�
The Windows operating system sold by Microsoft.�
�
Windows-for-Workgroups�
A version of Windows that is specially configured for work in a LAN that provides peer-to-peer communications between limited numbers of nodes on a LAN.�
�
Windows/NT�
Windows New Technology. An advanced version of Windows.�
�
Workstation�XE "Workstation"��
A node on a LAN that interacts with an individual user. Workstations may have a wide range of computing capabilities, from simple personal computers to highly sophisticated RISC UNIX systems.�
�
XNS�
Xerox Network Services. A protocol originally developed by Xerox.�
�



�
ZNYX Product Warranty


ZNYX Corporation warrants to the original purchaser of any ZNYX EtherAction™ and EtherArray™ PCI Ethernet Adapter product that it is to be free from defects in workmanship and materials, under normal use and service, for the lifetime of the personal computer in which it is installed from the date of purchase from ZNYX or its authorized dealer. In order for this warranty to be valid, this hardware product must remain in its original personal computer and be registered with ZNYX within one year of purchase. Otherwise, ZNYX warrants to the original purchaser of this hardware product that it is to be in good working order for a period of thirty six (36) months from the date of purchase from ZNYX or an authorized dealer. Should this product, in ZNYX’s opinion, malfunction during the applicable warranty period, ZNYX will, at its expense, repair the defective product or part or, at its option, deliver to the Customer an equivalent product or part to replace the defective item. All returned products will become the property of ZNYX. At ZNYX’s option, replacement parts may be new or reconditioned. Any replaced product or part has a ninety (90) day warranty or the remainder of the initial warranty period, whichever is longer. This limited lifetime warranty applies to the following ZNYX products only: ZX312, ZX314, ZX315.  ZNYX warrants all other product(s) for a period of thirty six (36) months from the date of purchase from ZNYX, under the same limited warranty terms and conditions.


The following notices are required by the Federal Communications Commission. Each ZNYX Adapter is covered under a separate report and statement.





ZX312


Federal Communications Commission�Radio Frequency�Interference Statement


This ZNYX ZX312 has been tested and found to comply with the limits for a Class B digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to provide reasonable protection against harmful interference when the equipment is operated in a residential installation. 


This equipment generates, uses, and can radiate radio frequency energy and, if not installed and used in accordance with the instruction manual, may cause harmful interference to radio communications. 


However, there is no guarantee that interference will not occur in a particular installation. If this equipment does cause harmful interference to radio or television reception, which can be determined by turning the equipment off and on, the user is encouraged to try to correct the interference by one of the following measures:


Reorient or relocate the receiving antenna.


Increase the separation between the equipment and receiver.


Connect the equipment into an outlet on a circuit different from that to which the receiver is connected.


Consult the dealer or an experienced radio/TV technician for assistance.


ZX314, ZX315


Federal Communications Commission�Radio Frequency�Interference Statement


The ZNYX ZX314 and ZX315 have been tested and found to comply with the limits for a Class A digital device, pursuant to Part 15 of the FCC Rules. These limits are designed to provide reasonable protection against harmful interference when the equipment is operated in a commercial environment. This equipment generates, uses, and can radiate radio frequency energy and, if not installed and used in accordance with the instruction manual, may cause harmful interference to radio communications. Operation of this equipment in a residential area is likely to cause harmful interference in which case the user will be required to correct the interference at the user’s expense. 


WARNING: Any changes or modifications to the equipment not expressly approved by the manufacturer or the party responsible for compliance can void the user’s authority to operate the equipment.


�



UL Certification





UL File #: E161961


This adapter card is for use only with IBM AT or compatible UL listed personal computers that have enclosed power supplies with SELV outputs and installation instructions detailing user installation of card CAGE accessories.
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